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Energy$fronKer$deep$inelasKc$scapering$;$following$HERA$with$the$LHC$
LHeC:$A$new$laboratory$for$parKcle$physics,$a$5th$large$LHC$experiment$

New estimate for the 
LHeC luminosity: 

L = 1034
1

cm2 s
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Figure 13.52: Acceptance for J/⇥ with Ee = 50GeV as a function of W , the center of mass energy of the �p
system. A detector with larger coverage both in the forward and in the rear region allows for measurements
on a much wider W range.
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Figure 13.53: A full view of the baseline detector in the r-z plane with all components shown. The detector
dimensions are � 14 m in z with a diameter of � 9 m.
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Detector design
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Forward/backward asymmetry in energy deposited and thus in geometry and technology 
Present dimensions: LxD =14x9m2  [CMS 21 x 15m2 , ATLAS 45 x 25 m2] 

Taggers at -62m (e),100m (!,LR), -22.4m (!,RR), +100m (n), +420m (p) 
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LHeC kinematics

Project:

eA collisions at the LHeC: 2. The Large Hadron-electron Collider. 8

●LHeC@CERN → ep/eA experiment using p/A from the LHC:
Ep=7 TeV, EA=(Z/A)Ep=2.75 TeV/nucleon for Pb.
● New e+/e- accelerator: Ecm∼1-2 TeV/nucleon (Ee=50-150 GeV).
● Requirements:
* Luminosity∼1033 cm-2s-1. 
* Acceptance: 1-179 degrees
(low-x ep/eA).
* Tracking to 1 mrad.
* EMCAL calibration to 0.l %.
* HCAL calibration to 0.5 %.
* Luminosity determination 
to 1 %.
* Compatible with LHC
operation.
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The machine: Ring-Ring option

eA collisions at the LHeC: 2. The Large Hadron-electron Collider. 10

e-injector

BYPASS

Preliminary; Fitterer@DIS11
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LHeC kinematics: acceptance

 LHeC - electron kinematics
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Figure 11.3: Kinematics of electron detection at the LHeC. Lines of constant scattering
angle �e and energy, in GeV, are drawn.

486

Access to low x and low Q 
requires electron acceptance 

down to 179 degrees.

Kinematics in ep mode

and x is given as Q2/sy. The kinematic reconstruction in neutral current scattering therefore
has redundancy and a large potential for cross-calibration of detectors, which is one reason
why DIS experiments at ep colliders are precise. An important example is the calibration
of the electromagnetic energy scale from the measurements of the electron and the hadron
scattering angles. At HERA, this led to the precision of the energy calibration for E⇥

e at the
per mil level. In a large part of the phase space, around x = Ee/Ep, the scattered electron
energy is approximately equal to the beam energy, E⇥

e ⌅ Ee, which causes a large “kinematic
peak” in the scattered electron energy distribution. The hadronic energy scale can be
obtained from the transverse momentum balance in neutral current scattering, pet ⌅ pht . It
is determined to about 1% precision at HERA.

Following Eq.11.3, the kinematics in charged current scattering are reconstructed from
the transverse and longitudinal momenta and energy of the final state particles according to

Q2
h =

1

1� yh

�
p2t

yh =
1

2Ee

�
(E � pz). (11.4)

There have been many refinements used in the reconstruction of the kinematics, as discussed
e.g. in [822], which for the principle design considerations, however, are of less importance.

11.2.2 Acceptance for the scattered electron

The positions of isolines of constant energy and angle of the scattered electron in the (Q2, x)
plane are given by the relations:

Q2(x,E⇥
e) = sx · Ee � E⇥

e

Ee � xEp

Q2 (x, �e) = sx · Ee

Ee + xEp tan2(�e/2)
. (11.5)

Except at the smallest x, these relations relate an acceptance limitation of the scattered
electron angle �max

e to a constant minimum Q2, which is independent of Ep, given as

Q2
min(x, �

max
e ) ⌅ [2Ee cot(�

max
e /2)]2. (11.6)

This is illustrated in Fig. 11.3. There follows that a 179�(170�) angular cut corresponds to
a minimum Q2 of about 1 (100)GeV2 at nominal electron beam energy. One easily recog-
nises in Fig. 11.3 that the physics at low x and Q2 requires to measure electrons scattered
backwards from about 135� up to 179�. Their energy in this �e region does not exceed Ee

significantly. At lower x to very good approximation y = E⇥
e/Ee (as can be seen from the

lines y = 0.5 and E⇥
e = 30GeV in Fig. 11.3). At small energies, for y � 0.5 a good e/h

separation is important to suppress hadronic background, such as from photoproduction.
The barrel calorimeter part, of about 90 ± 45�, measures scattered electrons of energy not
exceeding a few hundred GeV, while the forward calorimeter has to reconstruct electron en-
ergies of a few TeV. Both the barrel and the forward calorimeters measure the high x part,
which requires very good energy scale calibration as the uncertainties diverge ⇧ 1/(1 � x)
towards large x.

Following Eq. 11.6, Q2
min varies ⇧ E2

e . It thus is as small as 0.03GeV2 for Ee = 10GeV,
the injection energy of the ring accelerator but increases to 6.0GeV2 for Ee = 140GeV, the
maximum electron beam energy considered in this design report, if �max

e = 179�. While
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Physics motivation for ep/eA in TeV range
• Details of parton structure of the nucleon (from ep,ed/eA), full 

unfolding of PDFs (strange, charm, beauty).  Measurement of GPDs 
and unintegrated PDFs.

• Mapping the gluon field down to very low x. Saturation physics.

• Heavy quarks, factorization, diffraction, electroweak processes.

• Properties of Higgs.  Very good sensitivity to: H to bbar, H to WW 
coupling in the 125 GeV mass range.

•  Very precise measurement of the coupling constant. 

• Deep inelastic scattering off nuclei. Nuclear parton distributions. 
Pinning down the initial state for heavy ion collisions.
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Higgs production at LHeC
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Higgs%Physics%with%the%LHeC%

High%precision%partons%and%strong%coupling%

to%NNNLO%remove%QCD%(‘’thy”)%uncertain@es%

!LHC%facility%may%be%transformed%into%%

precisionHiggs%factory%[σ(pp!%HX)%%=%50%pb]%

O.Brüning%and%M.Klein,%‘’The%Large%Hadron%Electron%Collider”%

arXiv:1305.2090,%MPLA%A28(2013)16,1330011%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

With%L=O(1034)cm]2%s]1%%

the%LHeC%becomes%a%

high%precision%H%facility%

complementary%to%LHC.%

%

H!%bb%to%1%%

cc,%ττ%under%study%
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Summary$
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! LHeC,)in)ep(A))collisions)synchronous)with)pp)(AA))running,)could)deliver)

fundamentally)new)insights)on)the)structure)of)the)proton)(and)nucleus)))
and)the)strong)coupling)αS)with)high)precision)")thus)strengthen)
enormously)the)HL/HECLHC)physics)case)for)searches)[“On)the)Rela<on)of)the)
LHeC)and)the)LHC”,)arXiv:1211.5102])

!   Sensi<vity)to)H→bb)is)es<mated)by)an)ini<al)simula<on)study):))))))))))))))))
LHeC)has)the)poten<al)to)measure)H)→)bb)coupling)with)an)S/N)of)~1)and)
to)1%)(4%))accuracy)with)60)GeV)electron)beam)based)on)a)luminosity)of)
1034)(1033))cmC2)sC1.))

!   At)LHeC,)various)Higgs)boson)decays)and)Higgs)CP)eigenstates)could)be)
accessed)via)WW)and)ZZ)fusion)at)c.m.s.)energies)of)1.3$TeV$and)with)1$abX1$
C)complementary)to)LHC)experiments.))

)
!   New$high$luminosity$prospects$in$ep$have$just$started$to$be$explored$and$

open$exciSng$new$potenSal$for$complementary,$precision$Higgs$physics$at$
the$LHC$facility.$)



Measurement of strong coupling

Strong coupling is least known of all couplings
Grand unification predictions suffer from uncertainty

DIS tends to be lower than the world average
LHeC: per mille accuracy (now percent accuracy)

Unification of coupling constants?

↵�1

case cut [Q2 (GeV2)] �S uncertainty relative precision (%)

HERA only (14p) Q2 > 3.5 0.11529 0.002238 1.94

HERA+jets (14p) Q2 > 3.5 0.12203 0.000995 0.82

LHeC only (14p) Q2 > 3.5 0.11680 0.000180 0.15

LHeC only (10p) Q2 > 3.5 0.11796 0.000199 0.17

LHeC only (14p) Q2 > 20. 0.11602 0.000292 0.25

LHeC+HERA (10p) Q2 > 3.5 0.11769 0.000132 0.11

LHeC+HERA (10p) Q2 > 7.0 0.11831 0.000238 0.20

LHeC+HERA (10p) Q2 > 10. 0.11839 0.000304 0.26

Table 3.4: Results of NLO QCD fits to HERA data (top, without and with jets) to the
simulated LHeC data alone and to their combination. Here 10p or 14p denotes two di�erent
sets of parameterisations, one, with 10 parameters, the minimum parameter set used in [38]
and the other one with four extra parameters added as has been done for the HERAPDF1.5
fit. The central values of the LHeC based results are obviously of no interest. The result
quoted as relative precision includes all the statistical and the systematic error sources taking
correlations as from the energy scale uncertainties into account.

Following the description of the simulated LHeC data (Sec. 3.1.4) and the QCD fit tech-
nique (Sec. 3.2.1) a dedicated study has been performed to estimate the precision of an
�s measurement with the LHeC. In the fits, for the central values of the LHeC data, the
SM expectation is used smeared within the above uncertainties assuming their Gaussian
distribution and taking into account correlated uncertainties as well.

The QCD fit results are summarised in Tab. 3.4. The first two lines give the result
of a fit to the HERA I data. One observes that the inclusion of DIS jet data reduces
the uncertainty, by a factor of two, but it also increases the central value by more than
the uncertainty. The LHeC alone, using only inclusive DIS, reaches values of better than
0.2% which when complemented with HERA data reaches a one per mille precision. From
inspecting the results one finds that enlarging the Q2 minimum still leads to an impressive
precision, as of two per mille in the LHeC plus HERA case, at values which safely are in
the DIS region. A Q2 cut of for example 10GeV2 excludes also the lowest x region in which
non-linear gluon interaction e�ects may require changing the evolution equations.

It is clear from Table 3.4 that the LHeC will give an enormous improvement in the
experimental error on �s from the evolution of structure functions, and possibly other pro-
cesses including jets. However, there is also the theory uncertainty to consider. It will be
a great challenge to QCD theory to reduce this uncertainty, so as to make the most use
of such results. This will require to study the e�ect of non-linear terms and additional
ln(1/x) contributions in DGLAP evolution at low x, to control the parameterisations and
contributions of all PDFs much better than hitherto and to have an accurate knowledge of
the heavy quark contributions as may be measured by the uncertainty of the charm quark
mass, required to better than 10MeV for a knowledge of �s to one per mille. Also one may
have to include the QED corrections in the evolution. However, these limitations will be
automatically improved by the LHeC itself. As an important example, this is demonstrated
for the determination of mc in Section 3.6.4, which can be as accurate as about 5MeV based
on the NC, CC cross sections and a precision measurement of F cc

2 . Then, to reduce the
uncertainty due to the choice of renormalisation and factorisation scales, it appears to be

64

A dedicated study was performed to determine the accuracy 
of alphas from the LHeC was performed using for the 
central values the SM prediction smeared within its 

uncertainties assuming  Gauss distribution and taking into 
account correlations



LHeC
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Figure 4.4: Simulated neutral current, inclusive reduced cross section measurement, for an integrated lu-
minosity of 10 fb�1, in unpolarised e�p scattering at Ee = 60 and Ep = 7000GeV. The DIS cross section
is measurable at unprecedented precision and range. The uncertainty is about or below 1 % and thus not
visible on this plot. Departures from the strong rise of the reduced cross section, �r � F2, at very low x
and Q2 are expected to appear due to non-linear gluon-gluon interaction e�ects in the so-called saturation
region.
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Figure 4.5: Simulated neutral current, inclusive reduced cross section measurement, for an integrated lumi-
nosity of 10 fb�1, in unpolarised e�p scattering at Ee = 60 and Ep = 7000GeV. The DIS cross section is
measurable at unprecedented precision and range. Plotted is the total uncertainty which, where visible at
high x and Q2, is dominated by the statistical error. Similar data sets are expected with di�erent beam
polarisations and charges, and in CC scattering, for Q2 � 100 GeV2. The strong variations of �r with Q2,
as at x = 0.25, are due to the e�ects of Z exchange as is discussed and illustrated subsequently.
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Figure 4.7: Simulated measurement of the longitudinal structure function FL(x,Q2) at the LHeC (red closed
circles) from a series of runs with reduced electron beam energy, see text. The inner error bars denote
the statistical uncertainty, the outer error bars are the total errors with the additional uncorrelated and
correlated systematic uncertainties added in quadrature. The blue squares denote the recently published
result of the H1 Collaboration, plotting only the x averaged results as the more accurate ones, see [68]. The
LHeC extends the measurement towards low x and high Q2 (not fully illustrated here) with much improved
precision.
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���e F2,FL structure functions   

Reduced cross section: huge kinematic range and excellent accuracy

Longitudinal structure function: lowering electron energy
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Figure 4.16: Gluon distribution and uncertainty bands, at Q2 = 1.9 GeV2, for most of the available recent
PDF determinations. Left: logarithmic x, right: linear x.

x

-610 -510 -410 -310 -210 -110

R
a

ti
o

 t
o

 M
S

T
W

 2
0

0
8

 N
L

O

0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

2

2 = 1.9 GeV2Gluon distribution at Q

NLO PDF (68% C.L.)

MSTW08

CT10

NNPDF2.1

ABKM09

HERAPDF1.0

 

x

-610 -510 -410 -310 -210 -110

R
a

ti
o

 t
o

 M
S

T
W

 2
0

0
8

 N
L

O

0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

2

x

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9

R
a

ti
o

 t
o

 M
S

T
W

 2
0

0
8

 N
L

O

0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

2

2 = 1.9 GeV2Gluon distribution at Q

NLO PDF (68% C.L.)

MSTW08

CT10

NNPDF2.1

ABKM09

HERAPDF1.0

 

x

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9

R
a

ti
o

 t
o

 M
S

T
W

 2
0

0
8

 N
L

O

0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

2

Figure 4.17: Ratios to MSTW08 of gluon distribution and uncertainty bands, at Q2 = 1.9 GeV2, for most
of the available recent PDF determinations. Left: logarithmic x, right: linear x.
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���e Constraining the pdfs

Figure 4.18: Relative uncertainty of the gluon distribution at Q2 = 1.9 GeV2, as resulting from an NLO QCD
fit to HERA (I) alone (green, outer), HERA and BCDMS (crossed), HERA and LHC (light blue, crossed)
and the LHeC added (blue, dark). Left: logarithmic x, right: linear x.

4.4 Prospects to Measure the Strong Coupling Constant1312

The precise knowledge of �s(M2
Z) is of instrumental importance for the correct prediction of the electro-1313

weak gauge boson production cross sections and the Higgs boson cross section at Tevatron and the LHC1314

[77]. Indepently of such applications, the accurate determination of the coupling constants of the known1315

fundamental forces is of importance in the search for their possible unification within a more fundamental1316

theory. Among the coupling constants of the forces in the Standard Model, the strong coupling �s exhibits1317

the largest uncertainty, which is currently of the size of � 1%. Any future improvement of this accuracy, along1318

with the consolidation of the genuine central value, is one of the central issues of contemporary elementary1319

particle physics. It demands deep experimental and theoretical e�orts to obtain the required precision and1320

especially to handle all essential systematic e�ects.1321

Experimentation at the LHeC will allow to measure the strong coupling constant �s(M2
Z) at much higher1322

precision than hitherto, both from the scaling violations of the deep inelastic structure functions, as will be1323

demonstrated below, and using ep multiple jet cross sections. For the final inclusion of jet data in global1324

pdf analyses, both from ep and from hadron colliders, their description at NNLO is required. At the LHeC,1325

similar to HERA, the measurement of the ep jet cross sections will form important data samples 3 for the1326

measurement of �s(M2
Z).1327

Subsequently, a brief account will be given on the status and the complexity of determining �s in DIS,1328

followed by a presentation of the study of the �s measurement uncertainty with the inclusive NC and CC1329

data from the LHeC.1330

4.4.1 Status of the DIS Measurements of �s1331

During the last 35 years the strong coupling constant has been measured with increasing accuracy in lepton-1332

nucleon scattering in various experiments at CERN, FERMILAB and DESY. The precision, which has1333

been reached currently, requires the description of the deep-inelastic scattering structure functions at O(�3
s)1334

[36, 78,79].1335

3These are presented below but have not been used in this document for a determination of the strongh coupling constant.
One knows of course that the use of jet data in DIS helps resoving the �s-xg correlation, especially at large x, and consequently
leads to a significant reduction of the uncertainty on the coupling constant. This, however, tends to also change the central
value. The LHeC as will be shown below determines �s to permille precision already in inclusive scattering. Comparison with
precise values from jets can be expected to shed light on the yet unresolved question as to whether there is a theoretical or
systematic e�ect which leads to di�erent values in inclusive DIS and jets or not.
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Gluon at small x: large uncertainties Constraints by including  LHeC 
simulated data
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Figure 4.12: Sum of the strange and anti-strange quark distribution as embedded in the NLO QCD fit sets
as noted in the legend. Left: s + s versus Bjorken x at Q2 = 1.9 GeV2; right: ratio of s + s of various
PDF determinations to MSTW08. In the HERAPDF1.0 analysis (green) the strange quark distribution is
assumed to be a fixed fraction of the down quark distribution which is conventionally assumed to have the
same low x behaviour as the up quark distribution, which results in a small uncertainty of s + s.
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Figure 4.13: Simulated measurement of the strange quark density with the LHeC. Closed (open) points:
tagging acceptance down to 10 (1�).
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Constraints of strange quark 
density through charm tagging

for example, x = 0.7 is reduced from a level of 50�100 % to about 5 %. The up valence quark distribution is1197

better known than dv, because it enters with a four-fold weight in F2, due to the electric quark charge ratio1198

squared, a big improvement yet is also visible. These huge improvement e⇥ects at large x are a consequence1199

of the high precision measurements of the NC and the CC inclusive cross sections, which at high x tend to1200

4uv +dv and uv (dv) for electron (positron) scattering, respectively. At HERA the luminosity and range had1201

not been high enough to allow a similar measurement as will be possible for the first time with the LHeC.1202

This is illustrated in Fig. 4.10 which compares recent results of the ZEUS Collaboration, on the CC cross1203

section with the LHeC simulation.

Figure 4.9: Uncertainty of valence quark distributions, at Q2 = 1.9 GeV2, as resulting from an NLO QCD
fit to HERA (I) alone (green, outer), HERA and BCDMS (crossed), HERA and LHC (light blue, crossed)
and the LHeC added (blue, dark). Top: up valence quark; down: down valence quark; left: logarithmic x,
right: linear x.

1204

Access to valence quarks at low x can be obtained from the e±p cross section di⇥erence as introduced1205

above:1206

��r,NC � �+
r,NC = 2

Y�
Y+

(�ae · kxF �Z
3 + 2veae · k2xFZ

3 ). (4.25)

Since the electron vector coupling, ve, is small and k not much exceeding 1, to a very good approximation the1207

cross section di⇥erence is equal to �2kY�aexF �Z
3 /Y+. In leading order pQCD this “interference structure1208

function” can be written as1209

xF �Z
3 = 2x[euau(U � U) + edad(D �D)], (4.26)

with U = u + c and D = d + s for four flavours. The xF �Z
3 structure function thus provides information1210

about the light-quark axial vector couplings (au, ad) and the sign of the electric quark charges (eu, ed).1211

Equivalently one can write1212

xF �Z
3 = 2x[euau(uv + �u) + edad(dv + �d)]. (4.27)
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Constraints on valence at large x
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���e Flavor decomposition
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Figure 4.22: F cc
2 projections for LHeC compared to HERA data [135], shown as a function of x for various

Q2 values. The expected LHeC results obtained with the RAPGAP MC simulation are shown as points with
error bars representing the statistical uncertainties. The dashed lines are interpolating curves between the
points. For the open points the detector acceptance is assumed to cover the whole polar angle range. For
the grey shaded and black points events are only accepted if at least one charm quark is found with polar
angles �c > 20 and �c > 100, respectively. For further details of the LHeC simulation see the main text. The
combined HERA results from H1 and ZEUS are shown as triangles with error bars representing their total
uncertainty.
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bb  (RAPGAP MC, 7 TeV x 100 GeV, 10 fb-1, εb=0.5)
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Figure 4.23: F bb
2 projections for LHeC compared to HERA data [136] from H1, shown as a function of x for

various Q2 values. The expected LHeC results obtained with the RAPGAP MC simulation are shown as
points with error bars representing the statistical uncertainties. The dashed lines are interpolating curves
between the points. For the open points the detector acceptance is assumed to cover the whole polar angle
range. For the grey shaded and black points events are only accepted if at least one beauty quark is found
with polar angles �b > 20 and �b > 100, respectively. For further details of the LHeC simulation see the main
text. The HERA results from H1 are shown as triangles with error bars representing their total uncertainty.

precision even improves at LHeC due to the growing cross sections driven by the rise of the gluon density.1618

The best statistical precisions in the LHeC simulation are observed at smallest x values and small Q2 and1619

64

Charm Beauty



Diffraction

� =
Q2

Q2 + M2
X � t

xBj = xIP �

xIP =
Q

2 + M

2
X � t

Q

2 + W

2

momentum fraction of 
the Pomeron w.r.t hadron

momentum fraction of 
parton w.r.t Pomeron



Diffractive event selection

Rapidity gap method

Leading proton tagging

to the RAPGAP event generator [132]. This correlation depends only on the proton beam energy and is thus3500

the same for all LHeC running scenarios. At HERA, a cut at ⌘
max

⇠ 3.2 has been used to select di↵ractive3501

events. Assuming LHeC forward instrumentation extending to around ✓ = 1�, a cut at ⌘
max

= 5 may be3502

possible, which would allow measurements to be made comfortably up to xP ⇠ 0.001, with some limited3503

sensitivity at larger xP, a region where the proton tagging acceptance takes over (see Chapter 14). The3504

two methods are thus complementary, and o↵er some common acceptance in an overlap region of xP. This3505

redundancy could be used for cross-calibration of the two methods and their systematics, as has been done3506

at HERA.3507
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Figure 5.40: Comparison of the correlation between the rapidity gap selection variable, ⌘
max

and xP at
HERA and at the LHeC, using events simulated with the RAPGAP Monte Carlo generator.

Di↵ractive Parton Densities and Final States3508

The previously unexplored di↵ractive DIS region of very low � is of particular interest. Here, di↵ractively3509

produced systems will be created with unprecedented invariant masses. Figure 5.41 left shows a comparison3510

between HERA and the LHeC in terms of the MX distribution which could be produced in di↵ractive3511

processes with xIP < 0.05 (using the RAPGAP Monte Carlo model [132]). Figure 5.41 right compares the3512

expected MX distributions for one year of running at three LHeC electron beam energy choices. Di↵ractive3513

masses up to several hundred GeV are accessible with reasonable rates, such that di↵ractive final states3514

involving beauty quarks and W and Z bosons, or even exotic states with 1� quantum numbers, could be3515

produced.3516

Large improvements in DPDFs are likely to be possible from NLO DGLAP fits to LHeC di↵ractive3517

structure function data. In addition to the extended phase space in �, the extension of the kinematic range3518

towards larger Q2 increases the lever-arm for extracting the di↵ractive gluon density and opens the possibility3519

of significant weak gauge boson exchange, which would allow a quark flavour decomposition for the first time.3520
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Using proton spectrometer at 420m
Could reach higher values of 
Overlap region between leading proton tagging 
method and rapidity gap method can be used as a 
cross check

xIP

Figure 14.7: The acceptance for a proton detector placed at 420m from the interaction point is shown as
function of the momentum loss ⇠ and the fourmomentum-transfer squared t. The color legend runs from
0h(no acceptance) to 1000h(full acceptance).

Figure 14.8: Lines of constant ⇠ and t ⇡ (1� ⇠)E
beam

✓2 are shown in the plane of proton position and angle
w.r.t. the nominal proton beam in the horizontal (left) and vertical (right) plane.
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Diffractive mass distribution
���e

New domain of diffractive masses.
MX can include W/Z/beauty



Neutral and charged current NEUTRAL AND CHARGED CURRENTS 

 

2.6.2013 Low x 2013, Israel 

8 

IP,R 
Different shapes of dσ/dy for W+ (q / q ) collisions 

Measurement at different beam energies 

CC EVENT TOPOLOGY 2.6.2013 Low x 2013, Israel 

9 

ZEUS event display 

• Signature of Charged Current – missing transverse energy Et 
• Diffractive selection – Large Rapidity Gap or detected proton 

Kinematics is calculable from diffractive X-system: 
Kinematics calculable from the diffractive system

CC EVENT TOPOLOGY 2.6.2013 Low x 2013, Israel 

9 

ZEUS event display 

• Signature of Charged Current – missing transverse energy Et 
• Diffractive selection – Large Rapidity Gap or detected proton 

Kinematics is calculable from diffractive X-system: 

Missing transverse energy
Rapidity gap selection

NEUTRAL AND CHARGED CURRENTS 

 

2.6.2013 Low x 2013, Israel 

8 

IP,R 
Different shapes of dσ/dy for W+ (q / q ) collisions 

Measurement at different beam energies 

Diffraction with  charged current  sensitive to the 
flavor decomposition of the diffractive pdfs, not 

constrained by the neutral current data

Event selection:



Charged current diffraction at HERAHERA MEASUREMENTS 
2.6.2013 Low x 2013, Israel 

10 

Only about 2% of CC x-section ! 

9 

Resolved Pomeron model with H1 fits  
A or B predicts zero e+e- assymmetry. 
Assymmetry not studied here…. 



Predictions for charged current 
diffraction at LHeCLHEC PREDICTION 

2.6.2013 Low x 2013, Israel 

11 

No corrections for detector  
acceptance and resolution! 

Markéta Jansová, 
Bachelor work, Prague 2013 

MC RAPGAP prediction 
cuts: 
Q2 > 700 GeV2, 
0.005 < xIP < 0.012 
0.2 < y < 0.9 
 

          HERA 
        920+27.5 
σCCdiff(MC) = 338fb 
  ~20 events (60pb-1) 
              LHeC 

          7000+60 
σCCdiff(MC)= 923fb 
~80000 events (100fb-1) 

 

Diffractive CC events could be 
studied in a more detailed way… 
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DIS dijets in diffraction
DIS DIJETS HERA & LHeC 

2.6.2013 Low x 2013, Israel 

13 

At LHeC x-section dominates for small zIP, where gluon part of 
DPDF weakly constrained from inclusive measurement, dominates.  

Access to small zIP depends 
on the ability to measure 
jets with small ET  

HERA 

Radek Žlebčík 

DIS DIJETS HERA & LHeC 
2.6.2013 Low x 2013, Israel 

13 

At LHeC x-section dominates for small zIP, where gluon part of 
DPDF weakly constrained from inclusive measurement, dominates.  

Access to small zIP depends 
on the ability to measure 
jets with small ET  

HERA 

Radek Žlebčík 

DIS DIJETS HERA & LHeC 
2.6.2013 Low x 2013, Israel 

13 

At LHeC x-section dominates for small zIP, where gluon part of 
DPDF weakly constrained from inclusive measurement, dominates.  

Access to small zIP depends 
on the ability to measure 
jets with small ET  

HERA 

Radek Žlebčík 

At LHeC xsection is dominated by small 
The gluon part of the diffractive PDF dominates in that region, weakly 
constrained from  inclusive measurement.

zIP
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LHeC kinematics: acceptance
Kinematics in ePb

1

10

10 2

10 3

10 4

10 5

10 -6 10 -5 10 -4 10 -3 10 -2 10 -1

Similar requirements in the case of eA as in ep scattering.



•  New effects likely to be revealed in tensions between eA and 

pA, AA, ep (breakdown of factorisation)  

•  Detailed precision understanding likely to come from eA 

 - LHeC offers access to lower x than is realistically 
achievable in pA at the LHC 

 - Clean final states / theoretical control to (N)NLO in QCD 

eA 

11 
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Figure 1.9: Ratio of parton densities in a bound proton in Pb over those in a free proton, for
valence u (left), ū (middle) and g (right), at Q2 = 1.69 (top) and 100 (bottom) GeV2. Results
from [72] (nDS, black dashed), [73] (HKN07, green solid), [74] (EPS09, red dotted) and [77]
(FGS10, blue dashed-dotted; in this case the lowest Q2 is 4 GeV2 and two lines are drawn
reflecting the uncertainty in the predictions) are shown. The red band indicates in each case
the uncertainties in the EPS09 analysis [74].

Large uncertainty at small values of x especially in the gluon  and sea quark sector
Translate into uncertainties in the evaluation of benchmarking for variety of processes at LHC 

and disentangling the effects of initial state from quark - gluon plasma in AA

F

A
2,L(x,Q

2) = Ci(↵s;x, Q

2
/µ

2)⌦ xf

A
i (x, µ

2)
Current uncertainties of the parton distribution in nuclei

Collinear factorization in DIS:

nPDFs:

7

Yellow Report on 
Hard Probes, 2004

● Lack of data ⇒ models give vastly different 

results for the nuclear glues at small scales 
and x: problem for benchmarking in HIC.

● Available DGLAP 
analysis at NLO 
show large 
uncertainties at small 
scales and x.
● eA colliders not 
available before ∼ 
2020: EIC,LHeC?
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Nuclear parton distributions: uncertainty



Proton-lead surprises

Proton;Lead$at$the$LHC$

Perhaps$surprising,$recent$results$indicate$that$the$flow$in$pPb$resembles$PbPb$$
Possibly$the$determinaKon$of$nPDFs$in$AA$and$pA$is$reduced$to$W,Z$producKon$
[collecKve$effects$in$final$state$–$rescapering$of$produced$partons$–$hydrodynamics]$

v2$for$Z$is$zero,$it$
decays$before$the$
plasma$is$formed$..$$

1307.3237$–$ALICE$$ 1303.2084$–$ATLAS$$

Flow in pPb resembles that of PbPb described by hydrodynamics?
How important are final state effects in pPb?

Are such collective effects present in eA?
Rises a lot of questions about extraction of npdfs from pPb: perhaps limited to W,Z...



  

The LHeC pseudodata

A sample of pseudodata (by N. Armesto) for reduced cross-sections

was generated from using assuming:

       E
lepton

 = 50 GeV,  E
p
 = 7000 GeV, E

Pb
 = 2750 GeV ,  E

Ca
 = 3500 GeV

in the kinematical window:   x < 0.01  & Q2 < 1000 GeV2

The e+p cross-sections from a pQCD based simulation, nuclear effects
according to a dipole model (Eur. Phys. J. C26 (2002) 35-43)

The inclusive cross-sections were combined to ratios

Flavor-decomposed quantities were also considered

Generated LHeC pseudodata for e-A



  

Before the fit: the pseudodata vs. EPS09Before the LHeC pseudodata vs EPS09



After the LHeC pseudodata vs EPS09

  

After the fit



x(4ū+ d̄) towards low x. From Fig. 3.20 one can see that a combination of H1 and BCDMS
(proton and deuteron data at larger x) leaves a very large uncertainty to the ratio of the
light sea quarks at low x if, as is done in this fit, the conventional relation of (ū� d̄) ⇤ 1 for
low x is relaxed. In ep at the LHeC, it is mainly the charged current high statistics ep data
which constrain the d/u ratio at lower x. In Fig. 3.20 this may be recognised to be subject to
parameterisation e�ects to some extent because these mimic a reasonable precision down to
low x < 10�5, although the LHeC CC data are limited to x ⇥ 10�4. The light quark sea gets
fully resolved when one has ep and en data as this measures the orthogonal combinations
of 4u+ d and u+ 4d.
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Figure 3.20: Uncertainty of the d/u ratio as a function of x from a QCD fit to H1 and
BCDMS data (outer band, blue), to the LHeC proton data (middle band, yellow) and the
combined simulated proton and deuteron data from the LHeC (inner band, green). In these
fits the constraint of u and d to be the same at low x has been relaxed.

For the study of the parton evolution with Q2, the measurement of FN
2 = (F p

2 +Fn
2 )/2 is

also crucial since it disentangles the evolution of the non-singlet and the singlet contributions.
Down to x of about 10�3 the W± boson LHC data will also provide information on the up-
down quark distributions, albeit at high Q2. With ep, eD and W+/W� data, the low x sea
will be resolved for the first time, as all the low x light quark information from HERA has
been restricted to F p

2 only.
A special interest in high precision neutron data at high Q2 arises from the question of

whether charge symmetry holds at the parton level, as has been discussed recently [121].
It may be studied in the charged current ep and eD reactions, using both electrons and
positrons, by measuring the asymmetry ratio

R� = 2
W�D

2 �W+D
2

W�p
2 +W+p

2

, (3.31)

which is directly sensitive to di�erences of up and down quark distributions in the proton
and neutron, respectively, which conventionally are assumed to be equal. With the prospect
of directly measuring the strange and anti-strange quark asymmetry in e±p CC scattering
and of tagging the spectator proton and thus eliminating the Fermi motion corrections in

66

x(4ū+ d̄) towards low x. From Fig. 3.20 one can see that a combination of H1 and BCDMS
(proton and deuteron data at larger x) leaves a very large uncertainty to the ratio of the
light sea quarks at low x if, as is done in this fit, the conventional relation of (ū� d̄) ⇤ 1 for
low x is relaxed. In ep at the LHeC, it is mainly the charged current high statistics ep data
which constrain the d/u ratio at lower x. In Fig. 3.20 this may be recognised to be subject to
parameterisation e�ects to some extent because these mimic a reasonable precision down to
low x < 10�5, although the LHeC CC data are limited to x ⇥ 10�4. The light quark sea gets
fully resolved when one has ep and en data as this measures the orthogonal combinations
of 4u+ d and u+ 4d.
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Figure 3.20: Uncertainty of the d/u ratio as a function of x from a QCD fit to H1 and
BCDMS data (outer band, blue), to the LHeC proton data (middle band, yellow) and the
combined simulated proton and deuteron data from the LHeC (inner band, green). In these
fits the constraint of u and d to be the same at low x has been relaxed.

For the study of the parton evolution with Q2, the measurement of FN
2 = (F p

2 +Fn
2 )/2 is

also crucial since it disentangles the evolution of the non-singlet and the singlet contributions.
Down to x of about 10�3 the W± boson LHC data will also provide information on the up-
down quark distributions, albeit at high Q2. With ep, eD and W+/W� data, the low x sea
will be resolved for the first time, as all the low x light quark information from HERA has
been restricted to F p

2 only.
A special interest in high precision neutron data at high Q2 arises from the question of

whether charge symmetry holds at the parton level, as has been discussed recently [121].
It may be studied in the charged current ep and eD reactions, using both electrons and
positrons, by measuring the asymmetry ratio

R� = 2
W�D

2 �W+D
2

W�p
2 +W+p

2

, (3.31)

which is directly sensitive to di�erences of up and down quark distributions in the proton
and neutron, respectively, which conventionally are assumed to be equal. With the prospect
of directly measuring the strange and anti-strange quark asymmetry in e±p CC scattering
and of tagging the spectator proton and thus eliminating the Fermi motion corrections in
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Tests of charge symmetry using electrons 
and positrons in CC interactions:

Deuterons: constraints on light 
quark sea asymmetry

✴ Relaxing assumptions about dbar/ubar 
ratio in the fit.

✴CC high precision/statistics LHeC data 
from ep can constrain the ratio.

✴Further constraint from measuring 
additionally neutron pdfs from deuteron 
scattering.

Sensitive to u and d distributions in the 
proton and neutron respectively.
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● Low energy: hadronization 
inside → formation time, (pre-)
hadronic absorption,...

● LHeC: dynamics of QCD radiation and hadronization.
● Most relevant for particle production off nuclei and for QGP 
analysis in HIC.

Radiation and hadronization:

∼ ratio of FFs A/p
● High energy: partonic evolution 
altered in the nuclear medium.

Physics at low xBj and in eA: 2. Highlights.
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Radiation and Hadronization

Low energy: hadronization inside High energy: partonic evolution 
altered in nuclear medium

• LHeC can provide information on radiation and hadronization.

• Large lever arm in energy allows probing different timescales: parton radiation, 
pre-hadron formation, hadron. 

• Different stages can happen inside or outside nuclear matter depending on the 
energy of the parton.

• Important for heavy ion collisions .



Radiation and Hadronization

Ne number of scattered electrons at given photon energy and Q

Ratio becomes sensitive to ratio of fragmentation functions in nucleus and proton

z = Eh/⌫

Ratio is close to one for large energies as energy losses are becoming smaller.

Suppression larger for larger z due to steepness of the fragmentation function.

Formation time effects are non-negligible only at smallest energies.



Summary
• New prospects for luminosity range at LHeC

• This has important impact onto Higgs production.                  with 1% precision at 
luminosity of.  More dedicated  studies needed here.

• Precision pdfs needed for new physics.

• Prospects of charged current diffraction. Access to flavor decomposition of diffractive 
pdfs.

• Dijets in diffraction, due to smaller          , sensitivity to gluon component.

• Diffractive dijets in DIS and photoproduction, factorization tests.

• d/u ratio constraints in ep and in eD.

• A proposal for  ERL test facility with energy 900 MeV is under development.

• Next LHeC workshop 20/21st January 2014

L = 1034
1

cm2 s

H ! bb̄

zIP
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CDR chapter on low x and nuclei:



•  Somewhere & somehow, the low x growth of cross sections 
must be tamed to satisfy unitarity … non-linear effects  
•  Dipole model language " projectile qq multiply interacting 
•  Parton level language " recombination gg ! g? 
•  Usually characterised in terms of an x dependent  
     “saturation scale”, Q2

s(x), to be determined experimentally 

Lines of constant ‘blackness’ 
diagonal … scattering cross 
section appears constant 
along them … “Geometric 

   Scaling”  

Something appears to happen  
around ( = Q2/Q2

s = 1 GeV2 

(confirmed in many analyses)  
BUT … Q2 small for ( <~ 1 GeV2 

… not easily interpreted in QCD 

HERA established strong growth of the gluon 
density towards small x

Parton saturation: recombination of gluons at 
sufficiently high densities leading to nonlinear 

modification of the evolution equations.
Emergence of a dynamical scale: saturation 

scale dependent on energy.

Linear DGLAP evolution works well at HERA.
Hints of saturation at low Q and low x: deterioration of the 

global fit in that region.
Large diffractive component.

Success of the dipole models in the description of the data.
The models point at the low value of the saturation scale 

LHeC would provide an access to a kinematic regime where the 
saturation scale is perturbative

What we learned from HERA about saturation?

���e Low x and saturation



Enhance target `blackness’ by:   
1) Probing lower x at fixed Q2 in ep 

 [evolution of a single source]  
2) Increasing target matter in eA 

 [overlapping many sources at fixed kinematics … density ~ 
  A1/3 ~ 6 for Pb … worth 2 orders of magnitude in x]   

LHeC delivers a 2-pronged approach: 

30 
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2) Increasing target matter in eA 

 [overlapping many sources at fixed kinematics … density ~ 
  A1/3 ~ 6 for Pb … worth 2 orders of magnitude in x]   

LHeC delivers a 2-pronged approach: 

30 

Probing lower x in ep. 
Evolution of a single 

source

More nucleons: eA 
scattering. Many sources 

overlapping in impact 
parameter .

���e Strategy for making target more ‘black’
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Figure 4.4: Simulated neutral current, inclusive reduced cross section measurement, for an integrated lu-
minosity of 10 fb�1, in unpolarised e�p scattering at Ee = 60 and Ep = 7000GeV. The DIS cross section
is measurable at unprecedented precision and range. The uncertainty is about or below 1 % and thus not
visible on this plot. Departures from the strong rise of the reduced cross section, �r � F2, at very low x
and Q2 are expected to appear due to non-linear gluon-gluon interaction e�ects in the so-called saturation
region.
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Figure 4.5: Simulated neutral current, inclusive reduced cross section measurement, for an integrated lumi-
nosity of 10 fb�1, in unpolarised e�p scattering at Ee = 60 and Ep = 7000GeV. The DIS cross section is
measurable at unprecedented precision and range. Plotted is the total uncertainty which, where visible at
high x and Q2, is dominated by the statistical error. Similar data sets are expected with di�erent beam
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as at x = 0.25, are due to the e�ects of Z exchange as is discussed and illustrated subsequently.
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Figure 4.7: Simulated measurement of the longitudinal structure function FL(x,Q2) at the LHeC (red closed
circles) from a series of runs with reduced electron beam energy, see text. The inner error bars denote
the statistical uncertainty, the outer error bars are the total errors with the additional uncorrelated and
correlated systematic uncertainties added in quadrature. The blue squares denote the recently published
result of the H1 Collaboration, plotting only the x averaged results as the more accurate ones, see [68]. The
LHeC extends the measurement towards low x and high Q2 (not fully illustrated here) with much improved
precision.
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���e F2,FL structure functions   

Reduced cross section: huge kinematic range and excellent accuracy

Longitudinal structure function: lowering electron energy



���e F2,FL structure functions at low x  

 Extrapolation for F2 in the LHeC kinematic regime: 
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Precision measurements of structure functions at very low x: test DGLAP, small x, 
saturation inspired approaches. 

Interestingly, rather small band of uncertainties for models based on saturation as 
compared with the calculations based on the linear evolution. Possible cause: the 

nonlinear evolution washes out any uncertainties due to the initial conditions, or too 
constrained parametrization used within the similar framework.

approx. 2% error on the F2 pseudodata, and 8% on the FL pseudodata ,should 
be able to distinguish between some of the scenarios.



Testing nonlinear dynamics in ep
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Figure 2.51: The results of the combined DGLAP analysis of the NNPDF1.2 data set and the LHeC
pseudo-data for FL(x, Q2) in various Q2 bins generated with the AAMS09 model.

In Fig. 2.53 we show several predictions for the nuclear suppression factor, Eq. (2.24), with
respect to the proton, for the total and longitudinal structure functions, F2 and FL respectively,
in ePb collisions at Q2 = 5 GeV2 and for values of Bjorken-x 10�5 � x � 0.1. Results from
global DGLAP analyses at NLO: nDS, HKN07 and EPS09 [169–171], plus those from models
using the relation between di�raction and nuclear shadowing, AKST and FGS10 [108, 174],
are shown together with the LHeC pseudodata. Some explanations on the di�erent models
can be found in Section 2.3.1. Clearly, the accuracy of the data at the LHeC will o�er huge
possibilities for discriminating di�erent models and for constraining the dynamics underlying
nuclear shadowing at small-x.

In order to quantify how the LHeC would improve the present situation concerning nPDFs
in global DGLAP analyses (see the uncertainty band in Fig. 2.48), nuclear LHeC pseudodata
have been included in the global EPS09 analysis in [171]. The DGLAP evolution was carried out
at NLO, in the variable-flavor-number scheme (SACOT prescription) with CTEQ6.6 [187] set
of free proton PDFs as a baseline. For more details the reader may consult the original EPS09
paper [171] and references therein. The only di�erence compared to the original EPS09 setup is
that one additional gluon parameter (xa) which was freezed in EPS09 has been freed, and the
only additionally weighted data set was the PHENIX data on �0 production at midrapidity [188]
in dAu collisions at RHIC.

Two di�erent fits have been performed: The first one (Fit 1) includes pseudodata on the
total reduced cross section. The results of the fit for the ratios of parton densities is shown in
Fig. 2.54. A large improvement in the determination of sea quark and gluon parton densities
at small x is evident.

The second fit (Fit 2) includes not only nuclear LHeC pseudodata on the total reduced
cross section but also on its charm and beauty components. These data provide a possibility of
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Simulated LHeC data using the nonlinear evolution which leads to the parton 
saturation at low x. 

DGLAP fits (using the NNPDF) cannot accommodate the nonlinear effects if F2 and 
FL are simultaneously fitted.

Albacete,Rojo

���e

Additional constraints (apart from F2) are FL and F2 charm, which can help pin down 
the gluon distribution at small x.



���e DIS on deuterons
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• Can perform quark flavor decomposition. Important at large x

 

• Deuteron can serve as an effective neutron beam through the 
spectator proton tagging. The resulting neutron structure function data 
are essentially free from nuclear corrections.

• Testing important relation between diffraction in ep and shadowing in eD (Gribov)

F2(p) ⇠ (4u + d)
F2(n) ⇠ (u + 4d)

Combining Gribov theory  of shadowing and pQCD factorization theorem for diffraction in DIS 
allows to calculate LT shadowing  for all parton densities  (FS98) (instead of calculating F2A only)

 Theoretical expectations for shadowing in the  LT limit

Theorem:   In  the low thickness limit the leading twist nuclear shadowing is 
unambiguously expressed through the nucleon diffractive  parton 
densities                         :
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���e Nuclear physics in eA
complementarity to pA, AA at LHC

Precision measurement of the initial state. 

Nuclear structure functions.

Particle production in the early stages.  

Factorization eA/pA/AA.

Modification of the QCD radiation and hadronization 
in the nuclear medium. 



Nuclear shadowing 2

1. Introduction

The fact that nuclear structure functions in nuclei are different from the superposition

of those of their constituents nucleons is a well known phenomenon since the early

seventies, see references in the reviews [1, 2]. For example, for F2 the nuclear ratio is
defined as the nuclear structure function per nucleon divided by the nucleon structure

function,

RA
F2

(x, Q2) =
F A

2 (x, Q2)

A F nucleon
2 (x, Q2)

. (1)

Here‡, A is the nuclear mass number (number of nucleons in the nucleus). The variables
x and Q2 are defined as usually in leptoproduction or deep inelastic scattering (DIS)

experiments: in the scattering of a lepton with four-momentum k on a nucleus with four-

momentum Ap mediated by photon exchange (the dominant process at Q2 ! m2
Z0 , m2

W

where most nuclear data exist),

l(k) + A(Ap) −→ l(k′) + X(Ap′),

q = k − k′, W 2 = (q + p)2, x =
−q2

2p · q
=

−q2

W 2 − q2 − m2
nucleon

, (2)

see Fig. 1. The variable x has the meaning of the momentum fraction of the nucleon in
the nucleus carried by the parton with which the photon has interacted. Q2 = −q2 > 0

represents the squared inverse resolution of the photon as a probe of the nuclear content.

And W 2 is the center-of-mass-system energy of the virtual photon-nucleon collision

(lepton masses have been neglected and mnucleon is the nucleon mass), see e.g. [3] for full

explanations. The nucleon structure function is usually defined through measurements

on deuterium, F nucleon
2 = F deuterium

2 /2, assuming nuclear effects in deuterium to be
negligible.

The behaviour of RA
F2

(x, Q2) as a function of x for a given fixed Q2 is shown

schematically in Fig. 2. It can be divided into four regions§:

• RA
F2

> 1 for x ! 0.8: the Fermi motion region.

• RA
F2

< 1 for 0.25 ÷ 0.3 " x " 0.8: the EMC region (EMC stands for European

Muon Collaboration).

• RA
F2

> 1 for 0.1 " x " 0.25 ÷ 0.3: the antishadowing region.

• RA
F2

< 1 for x " 0.1: the shadowing region.

This review will be focused in the small x region i.e. that of shadowing, see [1, 2]

for discussions on the other regions‖. The most recent experimental data [4, 5, 6, 7, 8, 9]

‡ Sometimes the ratio of nuclear ratios is used e.g. R(A/B) = RA
F2

/RB
F2

.
§ Note that the deviation of the nuclear F2-ratios from one in all four regions of x, is sometimes referred
to as the EMC effect. I use this notation only for the depletion observed for 0.25 ÷ 0.3 " x " 0.8.
‖ The region of Fermi motion is explained by the Fermi motion of the nucleons. For the EMC region
there exist several explanations: nuclear binding, pion exchange, a change in the nucleon radius,. . . The
antishadowing region is usually discussed as coming from the application of sum rules for momentum,
baryon number,. . .
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Figure 1. Diagram of leptoproduction on a nucleus through virtual photon exchange.
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Figure 2. Schematic behaviour of RA
F2

(x, Q2) as a function of x for a given fixed Q2.

(see [1, 2, 10, 11, 12] for previous experimental results), confined to a limited region of
not very low x and small or moderate Q2 (and with a strong kinematical correlation

between small x and small Q2, see Fig. 3), indicate that: i) shadowing increases with

decreasing x, though at the smallest available values of x the behaviour is compatible

with either a saturation or a mild decrease [8]; ii) shadowing increases with the mass

number of the nucleus [6]; and iii) shadowing decreases with increasing Q2 [7]. On

the other hand, the existing experimental data do not allow a determination of the
dependence of shadowing on the centrality of the collision.

In the region of small x, partonic distributions are dominated by sea quarks and

gluons. Thus isospin effects, partially corrected in practice by the use of deuterium as

Schematic picture
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• EMC region

• Antishadowing region

• Shadowing region

x � 0.8

0.25� 0.3  x  0.8

0.1  x  0.25� 0.3

x  0.1

High energy

���e Nuclear structure



What the nuclear DIS data tell us?
Shadowing increases with A

Shadowing increases with decreasing x
Shadowing decreases with increasing Q

Nuclear shadowing 13

Figure 8. x-dependence of the nuclear F2-ratios in the model in [48] for different
nuclei, compared with experimental data [8, 9] (circles). Solid lines correspond to
Schwimmer (15) and dashed lines to eikonal (16) unitarization. Error bars in the
experimental points follow the same convention as in Fig. 5. In the ratios Xe/D, filled
circles correspond to the analysis with hadron requirement and open circles to that
with electromagnetic cuts, see the experimental paper [8] for more details. Both the
experimental results and the theoretical ones, joined by lines, correspond to different
average Q2 for every different value of x. [Figure taken from [48].]

In high-density QCD the small x partons (slow gluons) are treated classically due

to the high occupation number†† ∝ 1/αs. This number is as high as it can be - thus
this field is often referred to as saturation physics. The source term for the classical

equations of motion comes from the fast partons e.g. valence quarks with large x (see

††For example, in the BFKL framework [68, 69] the gluon density xg in the hadron is expected to
increase with decreasing x, ∝ x−2.65αs . The exponent in this power takes a value ∼ −0.5 for the
strong coupling constant αs ∼ 0.2. DIS proton data show an increase ∼ x−0.3 for small x, although no
conclusive evidence of BFKL dynamics has been extracted from such behaviour.

Nuclear shadowing 17

0.8

0.9

1

1.1

F 2
(A
)/
F 2
(D
)

CERN-NA37

-0.1

0

0.1

Δ D
-T

EKS89

0.7

0.8

0.9

1

F 2
(A
)/
F 2
(D
)

FNAL-E665
CERN-NA37

-0.1

0

0.1

Δ D
-T

0.6

0.7

0.8

0.9

1

F 2
(A
)/
F 2
(D
)

FNAL-E665
FNAL-E665

0.0001 0.001 0.01 0.1
xB

-0.2
-0.1
0
0.1
0.2

Δ D
-T

CERN-NA37

FNAL-E665
CERN-NA37

FNAL-E665

0.001 0.01 0.1
xB

12C

4He 6Li

40Ca

208Pb
131Xe

ξ
2 = 0.09 - 0.12 GeV2

QV

QV

Figure 11. x-dependence of the ratios in the model in [54] for different nuclei,
compared with experimental data [4, 5, 8, 9] (filled points). The band corresponds to
different choices of the scale of power corrections ξ2 in [54]. ∆D−T = Data − Theory,
and the open circles joined by dashed lines in these plots show the comparison to
the approach in [99]. The (x, Q2) correlation of the experimental points is taken into
account in the theoretical results shown here, as it was in those in Fig. 8. [Figure taken
from [54].]

the nuclear size appears as an additional variable. Then these initial conditions are

evolved through the DGLAP equations towards larger values of Q2 and compared with

experimental data. From this comparison the initial parametrizations are adjusted.
Different approaches differ in several details, see [17]:

• The form of the parametrizations at the initial scale. For example, in [99, 103]
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experimental data. From this comparison the initial parametrizations are adjusted.
Different approaches differ in several details, see [17]:

• The form of the parametrizations at the initial scale. For example, in [99, 103]
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Figure 3. Plot on the left: Kinematical range in the x-Q2 plane probed in nuclear
DIS [4, 5, 6, 7, 8, 9, 10, 11, 12] and Drell-Yan [13] processes, and in d-Au at forward
rapidities [14, 15] at RHIC. [Figure taken from [16].] Plot on the right: The average
values of x and Q2 of the DIS data from the New Muon Collaboration [4, 5, 6, 7]
(triangles) and E665 [8, 9] (diamonds) in l-A, and of x2 and M2 of the Drell-Yan
dilepton data [13] (squares) in p-A. The heavy quark mass scales are shown by
the horizontal dashed lines. Those lines labeled saturation indicate the estimated
saturation scale in proton and Pb. The different bands and lines show the values of x
and Q2 which are or will be probed in Drell-Yan or heavy flavour production at SPS,
RHIC and LHC, for rapidities different from central ones when indicated. [Figure
taken from [17].] See also the text in Subsection 2.3 and in Section 5.

reference and of isoscalar nuclei, are negligible and will not be discussed in the following.

In most approaches, the origin of the depletion of the nuclear ratios in this region is

related with the hadronic behaviour of the virtual photon [18]. This resolved hadronic

component of the photon wave function at high collision energies - equivalent to small
values of x, see (2) - and at relatively low values of Q2, will interact several times with

the different nucleons in the nucleus i.e. will experience multiple scattering. As I will

discuss in the next Section, this results in a reduction of the corresponding cross sections

- shadowing, related to the structure functions through

F A
2 (x, Q2) =

Q2(1 − x)

4π2αEM
σγ∗−A , (3)

with αEM the fine structure constant. Thus, the phenomenon of multiple scattering is

sometimes referred to as shadowing corrections.

The importance of the phenomenon of nuclear shadowing is twofold: First,

on the theoretical side it offers an experimentally accessible testing ground for our

understanding of Quantum Chromodynamics (QCD) in the high-energy regime [19].
Multiple scattering is unavoidable in a quantum field theory as a consequence of such

a basic requirement of the theory as unitarity. The nuclear size gives the possibility

Kinematic coverage in nuclear DIS and DY
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Figure 2.53: Predictions from di⌅erent models for the nuclear modification factor, Eq. (2.24)
for Pb with respect to the proton, for F2(x, Q2 = 5 GeV2) (plot on the left) and FL(x, Q2 =
5 GeV2) (plot on the right) versus x, together with the corrresponding pseudodata. Dotted lines
correspond to the nPDF set EPS09 [172], dashed ones to nDS [170], solid ones to HKN07 [171],
dashed-dotted ones to FGS10 [175] and dashed-dotted-dotted ones to AKST [109]. The band
correspond to the uncertainty in the Hessian analysis in EPS09 [172].

Indeed, due to it’s extremely clean final states, the relatively low e⌅ective x values (xe� �
(Q2 + m2

V )/4) and scales (Q2
e� � (Q2 + m2

V )/(Q2 + W 2)) accessed [193, 194], and the exper-
imental possibility of varying both W and t over wide ranges, the dynamics of J/⌅ in the
photoproduction (Q2 ⇥ 0) regime may o⌅er the cleanest available signatures of the transition
between the dilute and dense regimes.

Even if the LHeC detector tracking and calorimetry extend only to within 10⌅ of the
beampipe, it should be possible to detect the decay muons from J/⌅ or ⇥ decays with ac-
ceptances extending to within 1⌅ of the beampipe. Depending on the electron beam energy,
this makes invariant photon-proton masses W of well beyond 1 TeV accessible.

LHeC pseudo-data for elastic J/⌅ and ⇥ photoproduction and electroproduction have been
prepared under the assumption of 1⌅ acceptance and a variety of luminosity scenarios based on
simulations using the DIFFVM Monte Carlo generator [195]. This generator involves a simple
Regge-based parameterisation of the dynamics and a full treatment of decay angular distribu-
tions. Statistical uncertainties are estimated for each data point. Systematic uncertainites are
hard to estimate without a detailed simulation of the detector’s muon identification and recon-
struction capabilities, but are likely to be at least as good as the typical 10% measurements
achieved for the elastic J/⌅ at HERA.

⇤(W ) for protons PRN Text in this section taken without edit from Graeme Watt. Graeme’s
work only deals with ep. Ideally we wanted both ep and eA here, but maybe more practical to
have a separate eA section - see below. Modified by AMS.

Within the dipole model, (see section 2.3.1), the amplitude for an exclusive di⌅ractive
process, �⇤p⇥ E + p, shown in Fig. 2.56(a), can be expressed as

A��p⇧E+p
T,L (x,Q, �) = i

�
d2r

� 1

0

dz

4⇥

�
d2b (⇤⇤E⇤)T,L e�i[b�(1�z)r]·� d⇤qq̄

d2b
. (2.25)

Here E = V for vector meson production, or E = � for deeply virtual Compton scattering
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the transverse impact parameter dependence of the dipole scattering amplitude S(r, b;x) is
very poorly constrained. Indeed, one has been able to describe F2 and correctly predict FD

2

with two kinds of impact parameter dependences, neither of which is fully satisfactory. In
a first class of dipole models, the impact parameter profile of the proton is independent of
energy, yielding a dipole cross section bounded from above. In the other class of models, the
black-disk regime of maximal scattering strength spreads too quickly in the transverse plane
with increasing dipole size r, leading to a dipole cross section which diverges for large r. It is
therefore of vital importance to measure accurately the t dependencies of the di�ractive cross
sections in an extended kinematics to pin down the impact parameter distribution of the proton
as probed at high energies.

Low-x physics at the LHC

Nuclear targets

Comparing nuclear parton density functions The nuclear modification of structure func-
tions has been extensively studied since the early 70’s [166, 167]. Such modification is usually
characterized through the so-called nuclear modification factor which, for a given structure
function or parton density, f , reads

RA
f (x,Q2) =

fA(x,Q2)
A� fN (x,Q2)

. (2.24)

In this Equation, the superscript A refers to a nucleus of mass number A, while N denotes the
nucleon (either a proton or a neutron, or deuterium as their average). The absence of nuclear
e�ects would result in R = 1.

Apart from possible isospin e�ects, the nuclear modification factor for F2 shows a rich
structure: an enhancement (R > 1) at large x > 0.8, a suppression (R < 1) for 0.3 < x < 0.8,
an enhancement for 0.1 < x < 0.3, and a suppression for x < 0.1 where isospin e�ects can
be neglected. The last-mentioned one, called shadowing [168], is the dominant phenomenon at
high energies (the kinematical region x < 0.1 will determine particle production at the LHC,
see Subsection 2.3.1 and [169]).

The modifications in each region are believed to be of di�erent dynamical origin. In the
case of shadowing, the explanation is usually given in terms of a coherent interaction involving
several nucleons which reduces the nuclear cross section from the totally incoherent situation,
R = 1, towards a region of total coherence. In the region of very small x, small-to-moderate
Q2 and for large nuclei, the unitarity limit of the nuclear scattering amplitudes is expected to
be approached and some mechanism of unitarization like multiple scattering should come into
work. Therefore, in this region nuclear shadowing is closely related to the onset of the unitarity
limit in QCD and the transition from coherent scattering of the probe o� a single parton to
coherent scattering o� many partons. The di�erent dynamical mechanisms proposed to deal
with this problem should o�er a quantitative explanation for shadowing, with the nuclear size
playing the role of a density parameter in the way discussed in Subsection 2.3.1.

At large enough Q2 the generic expectation is that the parton system becomes dilute and the
usual leading-twist linear DGLAP evolution equations should be applicable. In this framework,
global analyses of nuclear parton densities - in exact analogy to those of proton and neutron
parton densities - have been developed up to NLO accuracy [170–172]. In these global analyses,
the initial conditions for DGLAP evolution are parametrized by flexible functional forms but
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LHeC potential: precisely measure partonic structure of the nuclei at small x.

Nuclear ratio for structure 
function or a parton density:

���e
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Figure 2.54: Ratio of parton densities in a bound proton in Pb over those in a free proton, for
valence u (left), ū (middle) and g (right), at Q2 = 1.69 (top) and 100 (bottom) GeV2. The
dark grey band corresponds to the uncertainty band using the Hessian method in the original
EPS09 analysis [171], while the light blue one corresponds to the uncertainty band obtained
after including nuclear LHeC pseudodata on the total reduced cross sections (Fit 1). The dotted
lines indicate the values corresponding to the di⇤erent nPDF sets in the EPS09 analysis [171].

(DVCS). In (2.25), z is the fraction of the photon’s light-cone momentum carried by the quark,
r = |r| is the transverse size of the qq̄ dipole, while b is the impact parameter, that is, b = |b|
is the transverse distance from the centre of the proton to the centre-of-mass of the qq̄ dipole;
see Fig. 2.56(a). The transverse momentum lost by the outgoing proton, �, is the Fourier
conjugate variable to the impact parameter b, and t ⇤ (p � p⇤)2 = ��2. The forward overlap
function between the initial-state photon wave function and the final-state vector meson or
photon wave function in Eq. (2.25) is denoted (⇥�

E⇥)T,L, while the factor exp[i(1� z)r · �] in
Eq. (2.25) originates from the non-forward wave functions [195]. The di⇤erential cross section
for an exclusive di⇤ractive process is obtained from the amplitude, Eq. (2.25), by

d⇥��p⇥E+p
T,L

dt
=

1
16�

���A��p⇥E+p
T,L

���
2
, (2.26)

up to corrections from the real part of the amplitude and from skewedness (x⇤ ⌅ x ⌅ 1).
Taking the imaginary part of the forward scattering amplitude immediately gives the formula
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Global NLO fit with the LHeC pseudodata included. DGLAP NLO, VFNS SACOT 
prescription, CTEQ6.6 for free proton pdf.

Much smaller 
uncertainties.
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Q2 = 1000 GeV2
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Figure 2.54: Ratio of parton densities in a bound proton in Pb over those in a free proton, for
valence u (left), ū (middle) and g (right), at Q2 = 1.69 (top) and 100 (bottom) GeV2. The
dark grey band corresponds to the uncertainty band using the Hessian method in the original
EPS09 analysis [171], while the light blue one corresponds to the uncertainty band obtained
after including nuclear LHeC pseudodata on the total reduced cross sections (Fit 1). The dotted
lines indicate the values corresponding to the di⇤erent nPDF sets in the EPS09 analysis [171].

(DVCS). In (2.25), z is the fraction of the photon’s light-cone momentum carried by the quark,
r = |r| is the transverse size of the qq̄ dipole, while b is the impact parameter, that is, b = |b|
is the transverse distance from the centre of the proton to the centre-of-mass of the qq̄ dipole;
see Fig. 2.56(a). The transverse momentum lost by the outgoing proton, �, is the Fourier
conjugate variable to the impact parameter b, and t ⇤ (p � p⇤)2 = ��2. The forward overlap
function between the initial-state photon wave function and the final-state vector meson or
photon wave function in Eq. (2.25) is denoted (⇥�

E⇥)T,L, while the factor exp[i(1� z)r · �] in
Eq. (2.25) originates from the non-forward wave functions [195]. The di⇤erential cross section
for an exclusive di⇤ractive process is obtained from the amplitude, Eq. (2.25), by

d⇥��p⇥E+p
T,L

dt
=

1
16�

���A��p⇥E+p
T,L

���
2
, (2.26)

up to corrections from the real part of the amplitude and from skewedness (x⇤ ⌅ x ⌅ 1).
Taking the imaginary part of the forward scattering amplitude immediately gives the formula
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Global NLO fit with the LHeC pseudodata included. DGLAP NLO, VFNS SACOT 
prescription, CTEQ6.6 for free proton pdf.

Much smaller 
uncertainties.
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The second fit (Fit 2) includes not only nuclear LHeC pseudodata on the total reduced
cross section but also on its charm and beauty components. These data provide direct
information on the nuclear e�ects on charm and beauty parton densities, which are generated
mainly dynamically from the gluons through DGLAP evolution. Thus, the inclusion of such
pseudodata further improves the determination of the nuclear e�ects on the gluon at small
x, as illustrated in Fig. 4.20.

Figure 4.20: Ratio of the gluon density for protons bound in Pb to that of a free proton at
Q2 = 1.69 GeV2. The red band corresponds to the uncertainty using the Hessian method in
the original EPS09 analysis [167], while the dark brown band corresponds to the uncertainty
obtained after including nuclear LHeC pseudodata on the total reduced cross sections (Fit 1),
and the light blue band shows the uncertainty obtained after further including pseudodata
on charm and beauty reduced cross sections (Fit 2).

In both Figs. 4.19 and 4.20 a sizeable reduction of the uncertainties in the sea quark and
gluon nuclear parton distributions at large x > 0.1 can also be observed. This improvement
is basically due to the constraints imposed by sum rules and to the fact that DGLAP
evolution links large and small x. Although the study of parton distributions at large x is
not the subject of this chapter, it is worth commenting that F2 could be measured in eA
collisions at the LHeC with a statistical accuracy better than a few percent up to x � 0.6 but
for large Q2 > 1000 GeV2. On the other hand, flavor decomposition will only be accessible
for x < 0.1. Therefore, the LHeC will provide additional information on the antishadowing
(R > 1, 0.1 < x < 0.3) and - with less precision - on the EMC-e�ect (R < 1, 0.3 < x < 0.8)
regions. The latter is valence-dominated and there exist data from fixed target experiments,
though at much smaller Q2, so at the LHeC the validity of leading-twist DGLAP evolution
will be tested.

Furthermore, the large lever-arm in Q2 opens the possibility of measuring CC events
in electron scattering on nuclear targets, thus helping to improve the loose constraints on
the flavour decomposition of the nuclear parton densities coming from existing DIS and DY
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Including information on charm and beauty 
contributions in eA DIS

Q2 = 1000 GeV2
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New domain of diffractive masses.
MX can include W/Z/beauty

More in Pierre’s talk



Inclusive diffraction in eA

Diffractive structure function for Pb
Diffractive to inclusive ratio for 

protons and Pb

Enhanced diffraction in the 
nuclear case

���e

coherent incoherent



Dihadron correlation���e
Dihadron azimuthal decorrelation:
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● Dihadron azimuthal decorrelation is currently discussed at RHIC 
as one of the most suggestive indications of saturation.

● At the LHeC it could be studied far from the kinematical limits.

Albacete-Marquet ’10 pTlead>3 GeV
pTass>2 GeV
zlead=zass=0.3

y=0.7
Q2=4 GeV2 

 k  = 0t

∆φ∗ < 120  
o
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Figure 4.49: Schematic representation of the production of a system of two jets in the
process of virtual photon-gluon fusion. The incoming gluon has non-vanishing transverse
momentum kT �= 0 which leads to the decorrelation of the jets. �⇥ is the angle between
two jets.

o⇥-shell matrix elements convoluted with an unintegrated gluon distribution (CCFM set
A), with subsequent parton showering according to the CCFM evolution equation.

At large x all predictions agree reasonably well, in both shape and normalisation. At
smaller x the �⇥-distribution becomes flatter for CDM and CASCADE, indicating higher
order e⇥ects leading to a larger decorrelation of the produced jets. Whereas a decorrelation
is observed, its size depends on the details of the parton evolution and thus a measurement
of the �⇥ cross section provides a direct measurement of higher order e⇥ects which need to
be taken into account at small x.

Thus, in principle, a measurement of the azimuthal dijet distribution o⇥ers a direct
determination of the kT -dependence of the unintegrated gluon distribution. When addition-
ally supplemented by inclusive measurements, it can serve as an important constraint for
the precise determination of the fully unintegrated parton distribution, with the transverse
momentum dynamics in the proton completely unfolded.

Dihadron correlations

Another interesting observable which is directly sensitive to the transverse momentum de-
pendence of the parton distribution in the proton or nucleus is the process of two hadron
production12. Instead of two jets, one observes semi-inclusively two hadrons with certain
transverse momentum. One can define the function which describes the angular correlation
of the two produced hadrons in the following way:

C(⇥12) =
1

d⇥(��N�h1X)
dzh1

d���N�h1h2+X

dzh1dzh2d⇥12
. (4.30)

In the above formula zh1, zh2 are the longitudinal momentum fractions of the two produced
hadrons w.r.t. the photon momentum and ⇥12 is the azimuthal angle between them. The

12This observable is currently discussed in the forward (proton) rapidity region in dAu collisions at RHIC
and it shows features suggestive of physics beyond standard collinear factorisation, although no consensus
has been reached so far, see [310–314] and references therein.
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h1

h2
�12

Figure 4.51: Di-hadron correlation function for the case of the scattering o� the proton
(red-dashed and black-solid lines) compared to the eA case (blue-dotted line). The energy
of the electron is assumed to be equal Ee = 50 GeV. The observed hadrons are pions.

quantity d⇥(��N�h1X)
dzh1

is the single inclusive cross section. In Fig. 4.51 we show the results
of the calculation using the formalism presented in [480]. The gluon density was evaluated
using the GBW model [256] for the proton and a modified version of the same model for the
nucleus. The electron energy is assumed to be Ee = 50 GeV, the proton energy is 7 TeV
and the nucleus energy is 2.75 TeV. Also for the direct comparison with the nuclear case the
curve with proton energy of 2.75 TeV is shown. The transverse momenta of the produced
pions are integrated over, it is assumed that the leading particle has a minimum transverse
momentum of pT = 3 GeV and the associated particle pT = 2 GeV. The photon virtuality is
Q2 = 4 GeV2, y = 0.7 and the fractions of the longitudinal momenta of the produced pions
are fixed to be equal to z1h = z2h = 0.3. One clearly sees that the correlation function is
wider for a larger target (nucleus) than for the proton. This suppression of the peak in the
correlation function can be interpreted in this model as the e�ect of the stronger saturation
in the gluon density for the nucleus than for the proton. We also see that the correlation
function varies mildly with the available energy for the same target (i.e. proton). One
observes stronger de-correlation of the produced hadrons with a higher energy or at smaller
values of x which is indicative of the importance of the ln 1/x e�ects for this observable.
Therefore the measurement of the dihadron correlation provides another way of constraining
the unintegrated gluon distribution. In particular, measuring the dihadron correlations in
DIS provides with a unique opportunity [481,492] to directly study the so-called Weizsäcker-
Williams unintegrated gluon distribution.

Forward observables

It was proposed some time ago [493,494] that a process which would be very sensitive to the
parton dynamics and the transverse momentum distribution was the production of forward
jets in DIS. According to [493, 494], DIS events containing identified forward jets provide
a particularly clean window on small-x dynamics. The schematic view of the process is
illustrated in Fig. 4.52. The forward jet transverse momentum provides the second hard scale
pT . Hence one has a process with two hard scales: the photon virtuality Q and the transverse
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Single inclusive cross section:

Correlation function:

�12

zh1 zh2
longitudinal momentum
 fractions of the hadronsand

azimuthal angle between
 the hadrons

• Semi-inclusive production of two hadrons.
• (De)correlation provides a measure of the transverse 

momentum dependence of the parton density.
• Could be used as a test of saturation in nuclei  at small x.
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Figure 1: We show nuclear modification ratios built using the PDFs themselves for lead (A=208) and at the
scale Q2 = 100GeV2.
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Dihadron correlation���e

Figure 4.51: Di-hadron correlation function for the case of the scattering o� the proton
(red-dashed and black-solid lines) compared to the eA case (blue-dotted line). The energy
of the electron is assumed to be equal Ee = 50 GeV. The observed hadrons are pions.

quantity d⇥(��N�h1X)
dzh1

is the single inclusive cross section. In Fig. 4.51 we show the results
of the calculation using the formalism presented in [480]. The gluon density was evaluated
using the GBW model [256] for the proton and a modified version of the same model for the
nucleus. The electron energy is assumed to be Ee = 50 GeV, the proton energy is 7 TeV
and the nucleus energy is 2.75 TeV. Also for the direct comparison with the nuclear case the
curve with proton energy of 2.75 TeV is shown. The transverse momenta of the produced
pions are integrated over, it is assumed that the leading particle has a minimum transverse
momentum of pT = 3 GeV and the associated particle pT = 2 GeV. The photon virtuality is
Q2 = 4 GeV2, y = 0.7 and the fractions of the longitudinal momenta of the produced pions
are fixed to be equal to z1h = z2h = 0.3. One clearly sees that the correlation function is
wider for a larger target (nucleus) than for the proton. This suppression of the peak in the
correlation function can be interpreted in this model as the e�ect of the stronger saturation
in the gluon density for the nucleus than for the proton. We also see that the correlation
function varies mildly with the available energy for the same target (i.e. proton). One
observes stronger de-correlation of the produced hadrons with a higher energy or at smaller
values of x which is indicative of the importance of the ln 1/x e�ects for this observable.
Therefore the measurement of the dihadron correlation provides another way of constraining
the unintegrated gluon distribution. In particular, measuring the dihadron correlations in
DIS provides with a unique opportunity [481,492] to directly study the so-called Weizsäcker-
Williams unintegrated gluon distribution.

Forward observables

It was proposed some time ago [493,494] that a process which would be very sensitive to the
parton dynamics and the transverse momentum distribution was the production of forward
jets in DIS. According to [493, 494], DIS events containing identified forward jets provide
a particularly clean window on small-x dynamics. The schematic view of the process is
illustrated in Fig. 4.52. The forward jet transverse momentum provides the second hard scale
pT . Hence one has a process with two hard scales: the photon virtuality Q and the transverse
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zl = za = 0.3
y = 0.7

Q2 = 4 GeV2

Di-pion correlation function at LHeC:

• Correlation suppressed for a denser target (nucleus).
• Variation of the correlation with x indicates importance of ln(1/x) effects.
• In particular this observable provides a measure to small x Weizsacker-Williams 

unintegrated gluon distribution in the hadron/nucleus.
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Exclusive diffraction
• Exclusive diffractive production of VM is an 

excellent process for extracting the dipole 
amplitude and GPDs

• Suitable process for estimating the ‘blackness’ of 
the interaction.

• t-dependence provides an information about the 
impact parameter profile of the amplitude.

Additional variable t gives access 
to impact parameter (b) 
dependent amplitudes 

Large t (small b) probes densest 
packed part of proton? 
c.f. inclusive scattering probes median 
b~2-3 GeV-1 

e.g. “b-Sat” Dipole model [Golec-Biernat, Wuesthoff, 

Bartels, Teaney, Kowalski, Motyka, Watt] … 
“eikonalised”: with impact-parameter 

   dependent saturation  
“1 Pomeron”: non-saturating 

•  Significant non-linear  
effects expected  
even for t-integrated  
cross section in LHeC  
kinematic range. 
•  Data shown are  
extrapolations of  
HERA power law fit  
for Ee = 150 GeV… 
    " Satn smoking gun? 

[Watt] 

[2 years in low x configuration] 
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Figure 2.59: (a) The (imaginary part of the) dipole scattering amplitude, N (x, r, b), as a func-
tion of the impact parameter b, for r = 1 GeV�1 (typical for exclusive J/⌅ photoproduction)
and di⇥erent x values. (b) The (r-integrated) amplitude for exclusive J/⌅ photoproduction as
a function of b, for W = 300 GeV and |t| = 0, 1, 2, 3, 4 GeV2.

can clearly distinguish between the di⇥erent models. The di⇥erences are of course amplified
for larger t and large energies, where however the precise extraction of the t slope will be more
challenging.

Summarizing, it is clear that the precise measurements of large-|t| exclusive J/⌅ photopro-
duction at the LHeC would have significant sensitivity to unitarity e⇥ects.

Di�ractive Vector Meson Production from Nuclei This is still needed I think!!! PRN
Similar studies of elastic J/⌅ photoproduction in LHeC eA collisions have been proposed

as a direct means of extracting the nuclear gluon density [?].

DVCS and GPDs

Current DVCS Perspectives Text from Christian Weiss
Exclusive processes such as electroproduction of vector mesons and photons, �⇥N ⇥ V +N(V =
⇥0,⇤, �), or photoproduction of heavy quarkonia, �N ⇥ V + N(V = J/⌅, �), provide informa-
tion on nucleon structure and small-x dynamics complementary to that obtained in inclusive
or di⇥ractive measurements [128]. At su⌅ciently large Q2 the meson/photon is produced in
a configuration of transverse size much smaller than the typical hadronic size, r⇤ � Rhadron,
whose interaction with the target can be described using perturbative QCD [203]. A QCD
factorization theorem [204] states that the exclusive amplitudes in this regime can be factorized
into a pQCD scattering process and certain universal process-independent functions describ-
ing the emission and absorption of the active partons by the target, the generalized parton
distributions (or GPDs).
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Large momentum transfer t probes small impact parameter 
where the density of interaction region is most dense. 
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Figure 6.27: Simulated LHeC measurement of the DVCS cross section multiplied by Q4 for di�erent x values
for a luminosity of 1 fb�1, with Ee = 50 GeV, and electron and photon acceptance extending to within 1⇥
of the beampipe with a cut at P �

T = 2 GeV. Only statistical uncertainties are considered.

Simulations of Deeply Virtual Compton Scattering at the LHeC3836

Simulations of the DVCS measurement possibilities with the LHeC have been made using the Monte Carlo3837

generator MILOU [478], in the ‘FFS option’, for which the DVCS cross section is estimated using the model3838

of Frankfurt, Freund and Strikman [479]. A t-slope of B = 6 GeV�2 is assumed.3839

The ep ⇤ e�p DVCS cross section is estimated in various scenarios for the electron beam energy and3840

the statistical precision of the measurement is estimated for di�erent integrated luminosity and detector3841

acceptance choices. Detector acceptance cuts at either 1⇥ or 10⇥ are placed on the polar angle of the final3842

state electron and photon. Based on experience with controlling backgrounds in HERA DVCS measurements3843

[461,462,480], an additional cut is placed on the transverse momentum P �
T of the final state photon.3844

The kinematic limitations due to the scattered electron acceptance follow the same patterns as for the3845

inclusive cross section (see Subsec. 6.2.2). The photon P �
T cut is found to be a further important factor in the3846

Q2 acceptance, with measurements at Q2 < 20 GeV2 almost completely impossible for a cut at P �
T > 5 GeV,3847

even in the scenario with detector acceptances reaching 1⇥. If this cut is relaxed to P �
T > 2 GeV, it opens3848

the available phase space towards the lowest Q2 and x values permitted by the electron acceptance.3849

A simulation of a possible LHeC DVCS measurement double di�erentially in x and Q2 is shown in3850

Fig. 6.27 for a very modest luminosity scenario (1 fb�1) in which the electron beam energy is 50 GeV,3851

the detector acceptance extends to 1⇥ and photon measurements are possible down to P �
T = 2 GeV. High3852

precision is possible throughout the region 2.5 < Q2 < 40 GeV2 for x values extending down to ⇥ 5� 10�5.3853

The need to measure DVCS therefore places constraints on the detector performance for low transverse3854

momentum photons, which in practice translates into the electromagnetic calorimetry noise conditions and3855

response linearity at low energies.3856
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If the detector acceptance extends to only 10⇥, the P �
T cut no longer plays such an important role.3857

Although the low Q2 acceptance is lost in this scenario, the larger luminosity will allow precise measurements3858

for Q2 >⇤ 50 GeV2, a region which is not well covered in the 1⇥ acceptance scenario due to the small cross3859

section. In the simulation shown in Fig. 6.28, a factor of 100 increase in luminosity is considered, resulting3860

in precise measurements extending to Q2 > 500 GeV2, well beyond the range explored for DVCS or other3861

GPD-sensitive processes to date.3862

Maximising the lepton beam energy potentially gives access to the largest W and smallest x values,3863

provided the low P �
T region can be accessed. However, the higher beam lepton energy boosts the final state3864

photon in the scattered lepton direction, resulting in an additional acceptance limitation.3865

Further studies of this process will require a better understanding of the detector in order to estimate3866

systematic uncertainties. A particularly interesting extension would be to investigate possible beam charge3867

[461, 480] and polarisation asymmetry measurements at lower x or larger Q2 than was possible at HERA.3868

With the addition of such information, a full study of the potential of the LHeC to constrain GPDs could3869

be performed.3870

Accessing chiral-odd transversity GPDs in di�ractive processes3871

Transversity quark distributions in the nucleon remain among the most unknown leading-twist hadronic3872

observables. The four chiral-odd transversity GPDs [442], denoted HT , ET , H̃T , ẼT , o�er a new way to3873

access the transversity-dependent quark content of the nucleon. The factorization properties of exclusive3874

amplitudes apply in principle both to chiral-even and to chiral-odd sectors. However, one photon or one3875

meson electroproduction leading-twist amplitudes are insensitive to the latter [481, 482]. At leading twist,3876
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MILOU generator using Frankfurt, Freund, Strikman model.
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Exclusive diffraction: predictions

• b-Sat dipole model (Golec-Biernat, 

Wuesthoff, Bartels, Motyka, Kowalski, Watt)
• eikonalised: with saturation
• 1-Pomeron: no saturation 

Large effects even for the t-
integrated observable.

Different W behavior depending 
whether saturation is included or 

not.

Simulated data are from extrapolated 
fit to HERA data

LHeC can distinguish between the 
different scenarios.

Additional variable t gives access 
to impact parameter (b) 
dependent amplitudes 

Large t (small b) probes densest 
packed part of proton? 
c.f. inclusive scattering probes median 
b~2-3 GeV-1 
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Figure 2.57: Exclusive J/⌅ photoproduction at the LHeC, as a function of the �p centre-of-mass
energy W , plotted on a (a) log–log scale and (b) linear–linear scale. The di⇥erence between
the solid and dashed curves indicates the size of unitarity corrections compared to pseudo-data
from an LHeC simulation.

and “1-Pomeron” predictions therefore indicates the importance of unitarity corrections, which
increase significantly with increasing �p centre-of-mass energy W . The maximum kinematic
limit accessible at the LHeC, W =

⇥
s, is indicated with di⇥erent options for electron beam en-

ergies (Ee) and not accounting for the angular acceptance of the detector. The precise HERA
data [197, 198] are overlaid, together with sample LHeC pseudo-data points with the errors
(statistical only) given by an LHeC simulation with Ee = 150 GeV. The central values of the
LHeC pseudo-data points were obtained from a Gaussian distribution with the mean given by
extrapolating a power-law fit to the HERA data [197,198] and the standard deviation given by
the statistical errors from the LHeC simulation. The plots in Fig. 2.57 show that the errors
on the LHeC pseudo-data are much smaller than the di⇥erence between the “eikonalised” and
“1-Pomeron” predictions. Therefore, exclusive J/⌅ photoproduction at the LHeC may be an
ideal observable for investigating unitarity corrections at a perturbative scale provided by the
charm-quark mass.

Similar plots for exclusive � photoproduction are shown in Fig. 2.58. Here, the unitarity
corrections are smaller than for J/⌅ production due to the larger scale provided by the bottom-
quark mass and therefore the smaller typical dipole sizes r being probed. The simulated LHeC
pseudo-data points also have larger statistical errors than for J/⌅ production due to the much
smaller cross sections. Note that only very sparse data are currently available on exclusive
� photoproduction at HERA [199–201] and that a factor �2 is required to bring the “b-Sat”
predictions into agreement with the HERA data for the purposes of extrapolation (a similar
factor is required for other calculations using the dipole model, see e.g. Ref. [202]).

For the analysis presented here we have concentrated on vector meson photoproduction
(Q2 = 0), where the HERA data are most precise due to the largest cross sections and where
unitarity e⇥ects are most important. Of course, studies are also possible in DIS (Q2 � 1 GeV2),
where the extra hard scale Q2 additionally allows a perturbative treatment of exclusive light
vector meson (e.g. ⇥, ⇤) production. Again, perturbative unitarity e⇥ects are expected to be
important for light vector meson production when Q2 � 1 GeV2 is not too large.
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Figure 2.60: W -distributions of exclusive J/⇥ photoproduction at the LHeC in bins of t =
0.10, 0.20, 0.49, 1.03, 1.75 GeV2. The di�erence between the solid and dashed curves indicates
the size of unitarity corrections compared to pseudo-data from an LHeC simulation. The central
values of the LHeC pseudo-data points were obtained from a Gaussian distribution with the
mean given by extrapolating a parameterisation of HERA data and the standard deviation
given by the statistical errors from the LHeC simulation with Ee = 150 GeV. The t-integrated
cross section (�) as a function of W for the HERA parameterisation was obtained from a power-
law fit to the data from both ZEUS [197] and H1 [198], then the t-distribution was assumed to
behave as d�/dt = � · BD exp(�BD|t|), with BD = [4.400 + 4 · 0.137 log(W/90 GeV)] GeV�2

obtained from a linear fit to the values of BD versus W given by both ZEUS [197] and H1 [198].
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Photoproduction in bins of W and t.

Already for small values of t and smallest 
energies large discrepancies between the 

models. LHeC can discriminate.

Large values of t : increased sensitivity to small 
impact parameters.(a)
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Figure 2.59: (a) The (imaginary part of the) dipole scattering amplitude, N (x, r, b), as a func-
tion of the impact parameter b, for r = 1 GeV�1 (typical for exclusive J/⌅ photoproduction)
and di⇥erent x values. (b) The (r-integrated) amplitude for exclusive J/⌅ photoproduction as
a function of b, for W = 300 GeV and |t| = 0, 1, 2, 3, 4 GeV2.

can clearly distinguish between the di⇥erent models. The di⇥erences are of course amplified
for larger t and large energies, where however the precise extraction of the t slope will be more
challenging.

Summarizing, it is clear that the precise measurements of large-|t| exclusive J/⌅ photopro-
duction at the LHeC would have significant sensitivity to unitarity e⇥ects.

Di�ractive Vector Meson Production from Nuclei This is still needed I think!!! PRN
Similar studies of elastic J/⌅ photoproduction in LHeC eA collisions have been proposed

as a direct means of extracting the nuclear gluon density [?].

DVCS and GPDs

Current DVCS Perspectives Text from Christian Weiss
Exclusive processes such as electroproduction of vector mesons and photons, �⇥N ⇥ V +N(V =
⇥0,⇤, �), or photoproduction of heavy quarkonia, �N ⇥ V + N(V = J/⌅, �), provide informa-
tion on nucleon structure and small-x dynamics complementary to that obtained in inclusive
or di⇥ractive measurements [128]. At su⌅ciently large Q2 the meson/photon is produced in
a configuration of transverse size much smaller than the typical hadronic size, r⇤ � Rhadron,
whose interaction with the target can be described using perturbative QCD [203]. A QCD
factorization theorem [204] states that the exclusive amplitudes in this regime can be factorized
into a pQCD scattering process and certain universal process-independent functions describ-
ing the emission and absorption of the active partons by the target, the generalized parton
distributions (or GPDs).
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Amplitude as a 
function of the impact 

parameter.

���e Exclusive diffraction: t-dependence



Possibility of using the same principle to learn about the gluon distribution in the nucleus. 
Possible nuclear resonances at small t?

t-dependence: characteristic dips.
Challenges: need to distinguish between coherent and 

incoherent diffraction. Need dedicated instrumentation, zero 
degree calorimeter.

Energy dependence for 
different targets.

���e Exclusive diffraction on nuclei



Monica d’Onofrio talk at 
Chavannes-de-Bogis

Importance of PDF  

6/15/2012 Monica D'Onofrio, LHeC Workshop  

� If we see deviations from SM, will be important to characterize the 

physics underneath 

� The case of strong production: 

15 
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LHeC kinematics: acceptance
Kinematics in ep

Lower electron energy does not help: extremely asymmetric 
kinematics. Large x becomes almost inaccessible.
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LHeC kinematics: acceptance
 LHeC - hadronic final state kinematics
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Figure 11.6: Kinematics of hadronic final state detection at the LHeC. Lines of constant
energy and angle of the hadronic final state are drawn, as represented by simple kinematics
of the struck quark.
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Kinematics in ep

Similarly access to large x requires angle 
acceptance of hadrons down to 1 degree.

 LHeC - electron kinematics

10 4

10 5

10 6

10
-2

10
-1

1
x

Q
2 /G

eV
2

Figure 11.5: Kinematics of electron detection in the forward detector region corresponding
to large Q2 ⇥ 104 GeV2. The energy values are given in GeV. At very high Q2 the iso-E⇥

e

lines are rather independent of x, i.e. Q2(x,E⇥
e) ⇤ 4EeE⇥

e.

For the measurement of the hadronic final state the forward detector is the most de-
manding. Due to the high luminosity, the large x region will be densely populated and a
unique physics program at large x and high Q2 may be pursued. In this region the relative
systematic error increases like 1/(1�x) towards large x. At high x and not extreme Q2 the
Q2(x,Eh) line degenerates to a line x = Eh/Ep as can be derived from Eq. 11.7 and seen in
Fig. 11.6. High x coverage thus demands measurements of up to a few TeV of energy close
to the beam pipe, i.e. a dedicated high resolution calorimeter is mandatory for the region
below about 5� 10� extending to as close to the beam pipe as possible. A minimum angle
cut �h,min in the forward region, the direction of the proton beam, would exclude the large
x region from the hadronic final state acceptance (Fig. 11.6), along a line

Q2 (x, �h,min) ⇤ [2Epx tan
2(�h,min/2)]

2, (11.8)

which is linear in the logQ2, log x plot and depends on Ep only. Thus at Ep = 7TeV the
minimum Q2 is roughly (1000[100]x)2 at a minimum angle of 10[1]�. Since the dependence in
Eq. 11.8 is quadratic with Ep, lowering the proton beam energy is of considerable interest for
reaching the highest possible x and overlapping with the large x data of previous experiments
or searches for new phenomena with high mass.

11.2.4 Acceptance at the High Energy LHC

Presently a high energy (HE) LHC is under consideration as a machine which would be
built in the thirties, with proton beam energies of 16TeV [823]. Such an accelerator would
better be combined with an electron beam with energy exceeding the 60GeV considered as
default here, to profit from the increased proton beam energy and to limit the asymmetry
of the two beam energies. Using the 140GeV beam mentioned above in this section as an
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Figure 2.70: Simulated LHeC measurements of the total photoproduction cross section with
Ee = 50 GeV or Ee = 100 GeV, compared with previous data and a variety of models (see text
for details). This is derived from a similar figure in [256].

(ii) For the photon parton densities, GRV-HO [262]; (iii) For the proton parton densities,
CTEQ6.1M [263]; (iv) For the nuclear modification of nucleon parton densities, EPS09 [172];
(v) For the renormalization and factorization scales, µR = µF =

�
jets ETjet/2; and (vi) For

the jet definition algorithm, inclusive kT [264] with D = 1. The statistical uncertainty in
the computation (i.e. in the Monte Carlo integration) is smaller than 10 % for all shown
results, being usually much smaller and only of that order for the largest ETjet. No attempt
has been done to estimate the uncertainties due to di�erent choices of Weizsäcker-Williams
distribution of photons in the electron, photon or proton parton densities, scales or jet definitions
(see [265, 266] for such considerations at HERA). Nor the eventual problems of background
subtraction, experimental e⇤ciencies in jet reconstruction or energy calibration, have been
addressed. The only studied uncertainty studied is that due to the uncertainties in the nuclear
parton densities, extracted in EPS09 [172] using the Hessian method, see that reference for
details.

The results are shown in Fig. 2.71. The main observations to be done are: (a) Rates
around 103 jets per GeV are expected with ETjet � 95 (80) GeV in ep (ePb), for |�jet| < 3.1
and the considered integrated luminosity of 2 fb�1 per nucleon; (b) The e�ects of the nuclear
modification of parton densities and their uncertainties are smaller than 10 %; and (c) The two-
peak structure in the �jet-plot results from the sum of the direct plus resolved contributions,
each of them with a single maximum but located in opposite hemispheres: positive �jet (photon
side) for direct, negative �jet (nucleon side) for resolved.

Photon Structure Probably just a paragraph of qualitative argument on kinematic range
etc without plots. Could be merged with previoius subsubsection
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Explore dual nature of the photon: 
pointlike interactions or hadronic 
behavior.

Tests of universality of hadronic 
cross sections, unitarity, transition 
between perturbative and 
nonperturbative regimes.

Dedicated detectors for small angle 
scattered electrons at 62m from the 
interaction point.

Kinematics of events:

y ⇠ 0.3
Q2 ⇠ 0.01

Systematics is the limiting factor here.  Assumed 7% 
for the simulated data as in H1 and ZEUS.

���e Photoproduction cross section


